Finding transition states for crystalline solid–solid phase transformations
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We present a method to identify transition states and minimum energy paths for martensitic solid–solid phase transformations, thereby allowing quantification of the activation energies of such transformations. Our approach is a generalization of a previous method for identifying transition states for chemical reactions, namely the climbing image-nudged elastic band algorithm, where here the global deformation of the crystalline lattice (volume and shape fluctuations) becomes the reaction coordinate instead of atomic motion. We also introduce an analogue to the Born–Oppenheimer approximation that allows a decoupling of nuclear motion and lattice deformation, where the nuclear positions along the path are determined variationally according to current deformation state. We then apply this technique to characterize the energetics of elemental lithium phase transformations as a function of applied pressure, where we see a validation of the Born–Oppenheimer-like approximation, small energy barriers (expected for martensitic transformations), and a pronounced pressure dependence of various properties characterizing the phase transitions.

Activated processes have long been a subject of study, with the most obvious example consisting of the field of gaseous and liquid phase chemical reaction kinetics. In gas phase kinetics, the collection of atoms or ions follows a trajectory from reactant to product. If the configuration of atoms at some point along the trajectory is more energetic than the reactant or the product, the process is said to be activated. The specific trajectory that provides the smallest energy increase is termed the minimum energy path (MEP), where the point along the path that yields the highest energy is termed the transition state (TS) and the energy difference between the reactants and the TS is called the activation energy ($E_{\text{act}}$). The TS is also characterized by being a saddle point in potential energy space, where the gradient is zero and only one direction of negative curvature is present. Then, according to transition state theory (1), the rate of the reaction ($z$) may be described by a simple Arrhenius form $z = \nu \exp[-E_{\text{act}}/k_BT]$, where $T$ is the temperature, $k_B$ is the Boltzmann constant, and $\nu$ is a term representing the attempt frequency.

The MEP in principle is indexed by the coordinates of the entire nuclear and electronic wave-function. However, very often the system is in its electronic ground state along the MEP, and the nuclear motion is slow enough for the Born–Oppenheimer approximation (2) to be valid. Therefore, in practice the MEP is often indexed only by the 3N-6 degrees of freedom describing the nuclear positions.

Many techniques have been developed for finding fluid phase TSs and their corresponding $E_{\text{act}}$. They include, but are not limited to, the drag (or reaction coordinate) method (a description can be found in ref. 3), the ridge method (4, 5), various band methods (3, 6–8), and the dimer method (9). These methods were developed for finite, nonperiodic systems with a static reference frame, such as isolated molecules reacting in a dilute gas.

In the present work, we consider a different class of activated processes, namely activated solid–solid phase transformations that occur via a diffusionless cooperative movement of all atoms in a transformation region. Such phase transformations are referred to as martensitic and are commonly experienced by many important materials, including steel, various shape memory alloys, and oxide ceramics such as zirconia. Whereas atom-scale nucleation-driven phase transformations involve a localized, nonperiodic event, martensitic phase transitions effectively require consideration of a three-dimensional, periodically infinite crystal to correctly describe the collective atomic motion. By contrast to the fluid phase case, here the frame of reference changes. In particular, the cell lattice vectors of the repeating unit of the crystal deform during the transformation.

This observation suggests that the MEP should be not only a function of the nuclear positions but also of the unit cell lattice vectors. Unfortunately, most previous algorithms for finding transition states were not designed to describe a periodic system in which the cell vectors may vary. One algorithm that does do this during a transition state search was proposed recently by Trinkle et al. (10, 11). They used the standard nudged elastic band (NEB) technique (3) for nonperiodic systems, with the modification that the cell vectors along the path were minimized with respect to the stress via standard Parrinello–Rahman molecular dynamics techniques (12–14). This method assumes that nuclear motion controls the phase transformation, and that the deformation of the cell vectors follows the nuclear motion as an implicit function of the nuclear coordinates. However, in the case of a martensitic phase transformation, it is likely the other way around: A microscopic deformation will be imposed on the cell vectors, which in turn will dictate the constraints on the nuclear coordinates. Thus, the nuclear coordinates should evolve along a pathway set by the microscopic deformation, which is the reverse of the approach described in refs. 10 and 11. Also, it is not obvious that the stress should be minimized along the nuclear coordinate path, as done in the method described in refs. 10 and 11. Therefore, although the approach used in the work detailed in refs. 10 and 11 will predict a mechanism for a phase transformation, it may not be physically realistic. For example, it may not produce smoothly varying cell vectors along the predicted transformation path.

By contrast, we present a method for finding transition states for martensitic phase transformations where the phase transformation mechanism is explicitly dependent on the deformation gradient; the latter quantity, in turn, dictates the physical constraints on the nuclear positions. In what follows, we describe the method and then apply it to phase transitions in elemental Li as a function of pressure. We begin with a review of the nonperiodic transition state search algorithm known as the climbing image-nudged elastic band (CINEB) approach (8), on which our method is based.

Background: The Climbing Image-Nudged Elastic Band

The basic premise for finding TS is the same for almost all techniques that have been developed previously (with the dimer
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method as a notable exception). First, the structure of the transition state is approximated, and then a constrained minimization is performed, where the imposed constraints allow the system to relax to the TS rather than to a local energy minimum. This constrained minimization premise should also apply to crystalline transformations, allowing us to simply generalize earlier constrained optimization algorithms, e.g., the CINEB scheme.

In the CINEB method, the initial and final (reactant and product) states must be identified in advance. In particular, we must enumerate the configurations of the atoms, \( r_0 \) and \( r_n \), for the initial and final states, respectively. After the initial and final states are identified, a series of “images” \( r_0, r_1, \ldots, r_n \) are formed. These images are slight deviations of \( r_0 \) and \( r_n \), most commonly constructed by a linear interpolation of the form \( r_m = r_0 + m/n (r_n - r_0) \). There is a natural force that drives each image toward either \( r_0 \) and \( r_n \), since \( r_0 \) and \( r_n \) are stable minima, whereas points in between are not. This natural driving force is termed the “true force” (\( F_t \)), which is the negative of the potential energy gradient with respect to the nuclear positions, \( F_t = -\partial E/\partial r \). As mentioned above, a constraint must be imposed to find the transition state such that the relaxation of these images results in movement not toward \( r_0 \) or \( r_n \) but, rather, toward the transition state structure. This constraint in CINEB is termed the “spring force,” given by the negative of the gradient of some constructed “spring energy”: \( E_s = \sum s k_s (r_{m+1} - r_m)^2 \), where \( k_s \) is the “spring constant” with a corresponding spring force \( F_s = -\partial E_s/\partial r \).

These two equations complete the description of a predecessor to CINEB termed the elastic band (EB) method (6, 7), where the total force is given by \( F = F_t + F_s \). Fig. 1 is a schematic description of this method, where it is easily seen that a simple physical analogue to this method would be a series of weighted beads connected by springs.

The EB method generally does not find the exact transition state because of two significant problems, which in fact are properties of an actual set of beads and springs (see Fig. 2). The first problem is termed “image sagging,” which occurs when the spring constant, \( k_s \), is too small. In this case, the images will sag away from the TS, producing low resolution around the TS and an artificially small \( E_{\text{act}} \). The second problem is termed “corner cutting,” which occurs when \( k_s \) is too large. Here, the band cannot relax to the TS, producing an artificially large \( E_{\text{act}} \). In fact, it is not possible to choose a \( k_s \) that alleviates both problems. The solution comes from the realization that the two problems are due to specific components of the force (Fig. 2 Inset), which can be identified by defining a smooth multidimensional curve passing through the images. This allows \( F_t \) and \( F_s \) to be decomposed into force components that run parallel (\( F_t^p \)) and perpendicular (\( F_t^s \)) to the curve’s tangent, i.e., \( F = F_t^p + F_t^s \). The decomposition brings the intuitive conclusion that image sagging is a consequence of the parallel component of \( F_t \), and that corner cutting is due to the perpendicular component of \( F_s \). The solution is provided by simply projecting out the two problematic components of the force, leaving the total force used by the search algorithm to be \( F = F_t^p \). This projected force results in evenly spaced images with no image sagging and allows the band to “slide down” to the TS with no corner cutting. Employing these force projections, referred to as nudging, is an extension of the EB method, termed the nudged elastic band (NEB) technique (3).

The NEB method does have one significant drawback. Unless precisely the correct number of images is chosen initially such that the image spacing along the MEP yields one image in the relaxed band resting directly on top of the TS, the \( E_{\text{act}} \) will be artificially low. This is problem is solved by simply zeroing the spring force on, and applying the negative of the parallel component of the true force to, the highest-energy image. This means that the force on the highest-energy image, and only the highest-energy image, will be \( F = F^p - F^s \). This force results in the highest-energy image, or climbing image, being driven to the TS. This entire procedure is termed the climbing image-nudged elastic band (CINEB) technique (8).

The Solid-State Nudged Elastic Band

To generalize the CINEB technique to find TS for solid-solid phase transformations, we need to recast the true and spring forces appropriately, by accounting for the additional degrees of freedom due to the global crystalline deformation during the phase transformation. As mentioned above, this implies that we must account for \( 3N \) parameters. To avoid this level of complexity, we make an approximation that greatly reduces this number of degrees of freedom.

The approximation we impose is in the spirit of the Born–Oppenheimer approximation, which exploits the fact that electronic motion generally is much faster than nuclear motion, thereby allowing for a separation of time scales between the two. This approximation also implies a corollary in which the nuclear forces for any configuration are dependent on only a steady state (usually the equilibrium ground state) electronic configuration. By analogy, we assert that the nuclear (and thus the electronic) motion may be decoupled from the global crystal deformation (U). It follows that mechanical properties of the crystal, specifically the stress tensor, may be characterized by a zero force state.

Fig. 1. Schematic of an ideal EB method. This shows a linear interpolation as the initial unoptimized band, two optimization steps, and the fully optimized band that represents the MEP, which contains the TS.

Fig. 2. Schematic of the drawbacks of the pure EB method, namely “image sagging” and “corner cutting” (Inset) Particular force components.
on the nuclei. The specific zero force state we consider is the ground electronic and nuclear state for a particular $U$. Since there is likely only one ground state nuclear and electronic configuration, the system then will be described completely by the global deformation gradient. This approximation reduces the degrees of freedom from 3N to 6, provided no external fields exist. We term this approximation the rapid natural motion (RNM) approximation, which results in the atomic positions being implicitly dependent on the deformation gradient.

This RNM approximation is valid for cases in which only the total energy is relevant, where there is likely only one nuclear configuration at zero Kelvin. However, for finite temperature (i.e., molecular dynamics) simulations, there is an ensemble of nuclear configurations and associated velocities that are consistent with a particular temperature. Each nuclear configuration results in a different stress tensor; therefore, it is not possible to separate the nuclear and lattice degrees of freedom, i.e., the RNM approximation is not valid for finite temperatures. Techniques for finite temperature simulations with a "breathing" reference frame have been mentioned above (12–14).

To use the CINEB scheme within the RNM approximation, analogues of the true and spring forces must be identified. The true force for the nonperiodic system is the force due to the nuclear position potential, $F_i = -\partial E/\partial r_i$. The analogous "force" on the crystal unit cell due to deformations of the cell vectors, $h$, is given by the stress tensor $\sigma_i = -\partial E/\partial h_i$. We call $\sigma_i$ the "true stress," defined by $\sigma_i = -\Omega^{-1}(\sigma_{cauchy} + \text{P})h_i$, where $\Omega$ is the cell volume, $\sigma_{cauchy}$ is the Cauchy stress tensor (defined as $\sigma_{cauchy} = \Omega^{-1}(\partial E/\partial h_1)h_1^T$), and $P$ is the external pressure. Defining $\sigma_i$ in such a manner lets us write the cell reshaping equation as $h' = h + \sigma_i \Delta t$, where $\Delta t$ is an arbitrary time step.

The CINEB scheme also requires an analogue to the spring force. We accomplish this by defining a total spring energy for the band to be $E_{spring} = \sum_{t}^{n} \sum_{i}^{N} (1 + \epsilon_i)h_i^T$. Here, $\epsilon_i$ is the double dot product, and $k_i$ is a spring constant. If $h_i$ and $h_{i+1}$ are neighboring images and $I$ is the identity matrix, then the strain $\epsilon_i$ is defined by $h_i + (I + \epsilon_i)h_i$. Then, the analog of the spring force is the spring stress $\sigma_i = -\partial E_{spring}/\partial h_i$. Accounting for $\sigma_i$ results in an analogue of the EB with a reshaping equation of the form $h' = h + (\sigma_i + \sigma_i)\Delta t$.

To complete the definition of the generalized CINEB scheme for phase transformations, an analogy for the tangent to the MEP must be defined that is consistent with the definitions of $\sigma_i$ and $\sigma_i$. We form the tangent by first fitting nine interpolating cubic polynomials to each component of $h$. The independent variable for the spline fit for any image was defined to be the distance along the band in strain space ($\Delta s$), defined as $\Delta s_i = (\epsilon_i^1, \epsilon_i^2, \ldots, \epsilon_i^n)$. This allows us to represent the spline functions as $\xi^\beta(\Delta s_i)$, where $\alpha\beta$ represent one of the nine components of $h$. The tangent tensor for image i and components $\alpha\beta (T_{\alpha\beta}^i)$ is then represented by $T_{\alpha\beta}^i = \partial \xi^\beta(\Delta s_i) / \partial \Delta s_i$ evaluated at $\Delta s_i$. Then, this allows us to perform the force projections (nudging) to keep constant image spacing, where the projections of the $\sigma_i$ and $\sigma_i$, parallel to the tangent are defined as $\sigma_i^\parallel = (\sigma_i^1, \sigma_i^2, \ldots, \sigma_i^n)\Delta t$. It follows that the projections perpendicular to the tangent are simply $\sigma_i^\perp = \sigma_i - \sigma_i^\parallel$. We can now define the NEB reshaping equation as $h' = h + (\sigma_i^\parallel + \sigma_i^\parallel)\Delta t$. To complete the generalization of the CINEB, a climbing image must be introduced, which is accomplished by changing the reshaping equation of the highest energy image to be $h' = h + (\sigma_i^\parallel - \sigma_i^\parallel)\Delta t$, in direct analogy with the CINEB scheme for the nonperiodic case.

**Validation**

To validate this new method, which we term the solid-state–nudged elastic band (SSNEB) technique, we investigate solid–solid phase transformations in lithium. The pressure–temperature phase diagram for Li (15) shows that Li exists in the complex close-packing arrangement hex(9) near zero $P$ and $T$. A pressure-driven phase transformation exists at $\sim 3$ GPa, where the hex(9) phase transforms into an fcc phase. The bcc phase of Li is formed through a temperature-driven phase transformation at $\sim 90$ K. The bcc to close-packed transformations show martensitic behavior (16) and thus should be good test cases for the SSNEB technique.

**Transformation Paths.** In traditional energy minimizations involving routine geometry optimizations, the choice of initial conditions is important because such searches are only guaranteed to find a local, not global, minimum. It is therefore not surprising that constrained minimizations involved in TS searches also have a strong dependence on the initial conditions, leading to the nearest TS on the potential energy hypersurface. Typically for energy minimizations, an educated guess of the full optimized geometry is used as a starting point. However, the initial conditions for all of the band methods are more complex, consisting of an approximation of the entire MEP. Analogously, we must approximate the full phase transformation path in our SSNEB approach. Since we are applying the RNM approximation discussed above, the transformation path is a function of only the cell vectors, which means the overall transformation is described by a deformation gradient, $U$. We then use $U$ to form the initial conditions, where we choose initial images along the band to be a linear segmentation of $U$ from the initial to the final state.

For the bcc to fcc transformation, the initial state is the two-atom bcc cubic unit cell $h_{bc} = a_0$, where $I$ is the identity and $a_0$ is the bcc lattice constant. The two atoms, labeled $r_{bc}^0$ and $r_{bc}^6$, are positioned in fractional coordinates at $(0 0 0)$ and $(1/2 1/2 1/2)$, respectively. This choice of lattice vectors allows the transformation path to be described simply as a uniaxial expansion along one of the lattice vectors. The deformation gradient for this transformation $U_{bcc-fcc}$ is simply

$$U_{bcc-fcc} = \beta \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \sqrt{2} \end{pmatrix},$$

with the density of the resulting fcc phase controlled by the parameter $\beta$, which has the form $\beta = 2^{1/6} V_{fcc}^{1/3} V_{fcc}^{-1}$, where $V_X$ is the volume per atom of phase $X$. To complete the description of the resulting fcc phase, we note that the fractional coordinates of the atoms are unchanged during the transformation, i.e., $r_{fc}^0 = (0 0 0)$ and $r_{fc}^6 = (1/2 1/2 1/2)$.

Unlike the bcc to fcc transformation, the bcc to hcp transformation cannot be described with the two-atom bcc cubic unit cell. Instead, the bcc to hcp transformation is most easily represented by the two-atom bcc hexagonal unit cell, where the bcc lattice vectors will be given by

$$h_{bc} = \begin{pmatrix} d_0 & 0 & 0 \\ 0 & \sqrt{2} & 0 \\ 0 & 0 & 2 \sqrt{2} \end{pmatrix}.$$

The fractional coordinates of the ions are then $r_{bc}^0 = (0 0 0)$ and $r_{bc}^6 = (1/2 0 1/2)$.

The bcc to hcp transformation mechanism we employ here is the well-known Burgers path (17). This mechanism is most succinctly described as a two-step process: A shear deformation, $U_{bcc-hcp}$, is

---

1 The deformation gradient does have 9 components; however, the invariance of the energy to rigid body rotations allows 3 degrees of freedom to be removed.

2 If $G$ and $H$ are two matrices with identical dimension $a$ and $b$, then the double dot product is defined as $\sum_{i=1}^{a} \sum_{j=1}^{b} G_{ij} H_{ji}$. 

3 In actuality, the two steps in this mechanism occur relatively simultaneously. We break them apart simply for ease of discussion.
first applied to \( \mathbf{h}_{\text{bcc}} \) to form \( \mathbf{h}_{\text{hcp}} \), with the latter being a staggered hexagonal lattice. With respect to the cubic unit cell, \( \mathbf{U}_{\text{bcc} \rightarrow \text{hcp}} \) consists of a compression along a (100) direction and an elongation along an orthogonal (110) direction. The hexagonal bcc cell given above yields a simple representation of \( \mathbf{U}_{\text{bcc} \rightarrow \text{hcp}} \), where

\[
\mathbf{U}_{\text{bcc} \rightarrow \text{hcp}} = \frac{2}{4} \begin{pmatrix} 2 \sqrt{3} & 0 & 0 \\ 0 & 3\sqrt{2} & 0 \\ 0 & 0 & 4\alpha \end{pmatrix}.
\]  

Like the \( \beta \) for \( \mathbf{U}_{\text{bcc} \rightarrow \text{fcc}} \), \( \gamma \) controls the density of the hcp phase and is of the form \( \gamma = [(4V/\mathbf{h}_{\text{hcp}}^3)/(9\alpha\mathbf{f}_{\text{bcc}})]^{1/3} \), where \( \alpha = (3/8)^{1/2}/(3\alpha) \) and \( \alpha \) is the ratio of the two different lattice vectors. The application of \( \mathbf{U}_{\text{bcc} \rightarrow \text{hcp}} \) to \( \mathbf{h}_{\text{bcc}} \) produces the hcp lattice vectors as

\[
\mathbf{h}_{\text{hcp}} = \frac{a_0 \gamma}{4} \begin{pmatrix} 2 \sqrt{3} & \sqrt{3} & 0 \\ 0 & 3 & 0 \\ 0 & 0 & \alpha 4\sqrt{2} \end{pmatrix}.
\]  

As mentioned above, \( \mathbf{U}_{\text{bcc} \rightarrow \text{hcp}} \) forms a staggered hexagonal lattice. To form the equilibrium hcp lattice, alternating hexagonal layers must be shuffled by a vector \( \mathbf{u} = (0.4 0.4 0) \), in the bcc reference frame. In our representation, this accomplished by applying \( \mathbf{u} \) to one of the two atoms in the cell, namely \( \mathbf{v}^1 \), in the bcc reference frame. The fractional coordinates of the two atoms are thus \( \mathbf{r}_{\text{hcp}} = (0.0 0.0 \alpha t) \) and \( \mathbf{r}_{\text{hcp}} = (0. \alpha t / 2. \alpha t / 2) \). Eqs. 1–4 complete the definitions of the phase transformation paths we consider in these first applications of the SSNEB method.

**Calculational Details.** Care must be taken when choosing a minimization algorithm; this is not only true for the SSNEB but also for any NEB method. The act of nudging (i.e., using the force projections) means that the optimized band is not at an energy minimum of the potential energy surface dictated by the true and spring stresses but, rather, at a stable point of a related but different hypersurface. Therefore, algorithms that are tailored for fast energy minimizations (e.g., conjugate gradient, quasi-Newton, etc.) have little meaning. The best optimization algorithms for our purposes are those where the update step only depends on the “force,” or the stress in our case. Here, we use a steepest descent algorithm that requires a line optimization. Let \( \mathbf{v} \) be a vector containing all nine components of \( \sigma \) for all of the images on the band (for the climbing image, \( \sigma \) is used instead); therefore, if there are \( N \) images, \( \mathbf{v} \) will be \( 9N \)-dimensional. If \( \alpha_0 \) is the initial vector and \( \alpha_0 \) is the vector after \( n \) line minimizations, then \( \alpha_{n+1} \) is the projected stress along the line search direction for step \( n \), where \( \alpha_{n+1} = \alpha_0(\alpha_0/\alpha_0) \). Each line search is terminated when \( |\alpha_{n+1} - \alpha_0| \approx 0 \), in other words when \( \alpha_0 \) and \( \alpha_0 \) are said to be “orthogonal.” (Note that this termination condition is valid for non-nudged systems as well. However, unlike non-nudged systems, the termination point is not necessarily an energy minimum along the search direction.) Progressive line searches are performed until \( |\alpha_{n+1} - \alpha_0| \approx 0 \), at which point the band is optimized.

The key quantity in updating and ultimately optimizing the band is the calculation of the stress tensor. As mentioned above, we use the RNM approximation, which allows the stress tensor to be completely defined as a function of the lattice vectors. As a result, the nuclear coordinates must be optimized before the stress tensor can be extracted. We employ the conjugate gradient method to perform this optimization of the nuclear positions.

Since we apply the Born–Oppenheimer approximation for the electrons and nuclei, we require the electronic degrees of freedom to be optimized as well, to calculate the nuclear forces (needed to optimize the nuclear positions) and the resulting stress tensor. In this work, we use a first-principles quantum mechanics method known as orbital-free density functional theory (OF DFT) to solve directly for the electronic ground state (18). OF DFT is a very fast linear scaling DFT method that utilizes an approximate form for the kinetic energy of the electrons. The particular form of the so-called kinetic energy density functional (KEDF) used here provides meV per atom accuracy for main group, nearly free-electron-like metals. In particular, we use the Wang–Gould–Carter KEDF with a density-dependent response kernel (19). The other approximation inherent in OF DFT is the need to use a local (non-angular-momentum-dependent) “pseudopotential” for describing the interaction of the valence electrons with the nuclei and core electrons. Here, we use a local pseudopotential for Li that was validated in earlier OF DFT simulations (20, 21). We used the local density approximation to describe electron exchange and correlation (22, 23); it has been shown by several authors that for metals, the local density approximation yields properties as reliable as gradient-corrected exchange-correlation functionals (24, 25). Because the OF DFT method solves directly for the electron density instead of for a wave-function, there is no k-point sampling in these calculations, resulting in substantial time savings for metallic systems. The calculations were fully converged with respect to kinetic energy cutoff of the plane wave expansion of the density (\( E_{\text{cut}} = 90 \text{ Ryd} \)), yielding total energies converged to within 0.0005 eV per atom. The convergence criterion for band optimization was that the magnitude of the total stress tensor (|\( \sigma_{\text{tot}} \)|), defined as |\( \sigma_{\text{tot}} \)| = \( (\sigma_{\text{tot}}) \), for any image, must be \(<0.001 \text{ eV/Å}^2 \), where \( \sigma_{\text{tot}} \) is the total nudged force on the image cell vectors.

In theory, the climbing image for the SSNEB method can be used from the first iteration onward. However, in practice it is more efficient to relax the band first using the NEB method up to some tolerance and then “turn on” the climbing image to complete the relaxation of the full band. This is especially important for systems in which the fractional coordinates of the nuclei change, since the nuclear position optimization required under the RNM approximation can be expensive. In particular, the nuclear positions tend to change most near the transition state. Therefore, it is most efficient to only turn on the climbing image near the end, to minimize the cost of optimization of the nuclear degrees of freedom.

**Results.** Predicted properties along the bcc to fcc transformation path under varying ambient pressure conditions are shown in Fig. 3. The independent variable in this figure (\( \Delta \)) is called the reaction coordinate and generally has arbitrary units; in our case, \( \Delta \) represents the distance along the band in strain space. \( \Delta = 0 \) represents the completely relaxed bcc phase, and the maximum value of \( \Delta \) represents the completely relaxed fcc phase. It should be noted that the fractional coordinates of the atoms do not change at any point along the MEP for any pressure, implying no loss of symmetry. Fig. 3a displays the energy per atom along the MEP with respect to the relaxed bcc phase at various specific pressures. Consistent with the experimental phase diagram, the fcc phase is found to be lower in energy than the bcc phase at 0–10 GPa. We predict that the phase ordering will be reversed at very high pressures; the phase reversal may be real, or it could indicate a breakdown of OF DFT, or more likely a breakdown of the pseudopotential approximation at high pressures. (Note that this does not imply any problem with the method but, rather, with standard solid state electronic structure approximations, which are not the subject of this work.) The energy varies smoothly along the MEP for all pressures. We observe that as the pressure increases, the \( E_{\text{cut}} \) for the bcc to fcc transformation increases and the TS moves closer to the fcc phase. These two results are quantified in Fig. 4, where Fig. 4a shows that the bcc to fcc \( \Delta \) increases by a factor of 4, from 0.0005 eV per atom at zero pressure to 0.002 eV per atom at 50 GPa. The fcc to bcc \( E_{\text{act}} \) has a slight downward trend but remains relatively flat, only varying \( \approx 0.0005 \text{ eV per atom over this pressure range. These very small } \)
transformation region, only a very small energy per atom could allow such transformations to occur.

Fig. 4b displays the c/a ratio at the TS as a function of pressure. The TS has c/a = 1.14 at zero pressure, but the TS c/a ratio increases rapidly with pressure until it plateaus at c/a ~ 1.25. Just as in molecular systems obeying the Hammond postulate (26), such a shift in TS structure is not unexpected, because transition states are often shifted toward the high energy end of the MEP.

Fig. 3b shows the magnitude of the true stress tensor (|σ|) along the MEP. We see that the SSNEB algorithm predicts zero stress in the transition state, as it should. Note that the stress at the TS is not exactly zero for some pressures. This is not an artifact of the algorithm; it is just that these small stresses approach the accuracy limit of current OF DFT simulations. The more close-packed, fcc-to-TS portion of the MEP appears to plateau in stress as the pressure is increased. However, the more open-structured, bcc-to-TS portion of the MEP varies significantly with pressure, with the MEP under increasing stress with increasing pressure. This increase in |σ| over the bcc to TS portion of the MEP is consistent with the increase in $E_{\text{act}}$ over the same portion of the MEP. These findings are not surprising, since the path from bcc to fcc involves expansion, and therefore increasing pressure works against this path, leading to higher energies and higher stresses.

Fig. 3c shows the pressure dependence of the volume per atom along the MEP with respect to the volume per atom of the relaxed bcc phase. We observe that the transition state appears as a local maximum in volume at all applied pressures, suggesting that maximum distortion is required at the saddle point in strain space. Pressure significantly influences the magnitude of the volume fluctuations along the MEP, for example by decreasing the local volume maxima at the TS. At high enough pressures, we see that this volume maximum at the TS is nearly completely suppressed.

Fig. 4. Pressure dependence of two key transformation quantities. (a) $E_{\text{act}}$ for both the bcc to fcc and the fcc to bcc transformations. (b) c/a ratio at the transition state.

Predictions for properties of the bcc to hcp transformation at zero pressure are shown in Fig. 5. In particular, Fig. 5a shows the energy per atom during the transformation, where we see that the energy varies smoothly, with an extremely small $E_{\text{act}}$, quite similar to the bcc to fcc transformation. Fig. 5b shows the $\alpha_{\text{in}}$ and internal pressure (one-third the trace of $\sigma_{\text{in}}$) as a function of $\Delta$, where $\Delta$ has the same meaning as above except the maximum $\Delta$ now represents the completely relaxed hcp phase. We see again that the algorithm predicts $\alpha_{\text{in}} = 0$ (and consequently $P = 0$) at the TS, as it should. Fig. 5c displays the volume per atom during the transformation. Interestingly, here the TS is not a local maximum as it was during the bcc to fcc transformation. This may be due to the more complex pathway involved, where unlike the bcc to fcc transformation, there is a shuffle of nuclei during the bcc to hcp transformation.

To investigate the validity of the RNM approximation, we examine how the atomic positions vary during the transformation; this corresponds to the shuffle, $u$, which is represented in Fig. 5d by the variation in the second fractional coordinate of atom two (r[II][2]), in the bcc reference frame. The transformation proceeds from bcc to hcp in three stages. Initially, the transformation is simply a deformation of the bulk bcc phase, indicated by the value of r[II][2] being nearly zero for the first three images. Then, nuclear motion begins near the third image, as shown by the “first-order-like” behavior of r[II][2]; i.e., the first derivative of r[II][2] appears to be discontinuous with respect to the transformation path. Finally, the transformation is completed by r[II][2] smoothly approaching the hcp value. The continuous motion of r[II][2] as a function of $\Delta$ helps validate the RNM approximation, since discontinuous atomic motion would be unphysical and would invalidate the approximation.

Conclusions

We have developed a method by which transition states can be found for solid–solid phase transitions. The method is based on the CINEB scheme, where we recast the key quantities from a force–position formalism into a stress–strain formalism. We employ a RNM approximation, where we assume that atomic motion is much faster than bulk crystal reshaping. This approximation allows us to decouple the atomic degrees of freedom from the six lattice degrees...
paths, predicting the TS to have zero stress and zero force on the nuclei. The method predicts extremely small $E_{\text{TS}}$ in all cases. These small energy barriers are to be expected for martensitic transformations where the transformation mechanism is long-range and largely concerted. Therefore, to determine the actual activation energy for the transformation, the activation energies that we report here must be multiplied by the size of the transformation region, resulting in a significant energy barrier.

We find that pressure has an effect on these transformations by destabilizing the overall MEP with increasing pressure. Given that the transitions we examined (body-centered-cubic to close-packed phases) involve lattice expansions, this finding that increasing external pressure produces higher energies and stresses along the paths makes sense. We also observe that the molecular-based notion of the Hammond postulate appears to carry over to solid–solid phase transformations. Namely, the TS is generally shifted toward the high energy side of the MEP. Finally, the smooth nuclear motion demonstrated in the cme to hcp transformation validates our RNM approximation.

The method does have limitations. Clearly, if the RNM approximation breaks down, this method is not valid. Also, nucleation-based phase transformations cannot be described by our algorithm. The model currently does not account for an imposed external field; however, this formalism should be easily extendible to a case where the stress tensor is no longer symmetric. Finally, the method finds the MEP as usual at zero Kelvin, forming the basis for understanding of the transformation at finite temperature, but says nothing about finite temperature effects.

Limitations notwithstanding, this method is valid for materials undergoing martensitic transformations. In these cases, we can extract energy barriers, yielding not only the transformation properties but also information and insight into phase transformation mechanisms and kinetics. More specifically, by comparing the ratios of various activation energies, it may be possible to estimate the temperature hysteresis width, as well as the transformation front velocity, which also must depend on the transformation energetics. We envision use of this MEP at finite temperature to follow the dynamics of the phase transition, by using rare event methods (27–30).
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