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ABSTRACT. Recent theoretical and computer simulation work on the dynamics associated with electron transfer processes in polar solvents is described. This includes solvent relaxation subsequent to photo-induced charge transfer, adiabatic electron transfer rates, and the solvent influence on the electronic states relevant to electron transfers.

1. INTRODUCTION

A number of key issues that are evidently relevant for electron transfer (ET) dynamics in the photosynthetic reaction center [1] also arise in the superficially remote context of ET in solution, where the environment for the ET event is provided by the solvent. Among these issues are the timescales for solvent relaxation subsequent to photo-induced ET, the role of the solvent dynamics in influencing the ET rate, and the influence of the solvent on the nature of electronic states having charge transfer character. In the following, we briefly summarize some of our recent theoretical and computer simulation results on
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each of these questions for ET in polar solvents. One can hope that, modulo specific details, the central concepts emerging from these solution studies could be useful in the patently more complex photosynthetic arena.

2. TIME DEPENDENT FLUORESCENCE AND SOLVENT RELAXATION

When a charge separation is induced in a solute by absorption of a photon in a Franck-Condon transition, the solvent—which is initially out of equilibrium with the new charge distribution—will ultimately relax to equilibrium with it (Fig. 1). These solvent dynamics can be probed in time dependent fluorescence (TDF) experiments. [2]

![Schematic diagram illustrating time dependent fluorescence transitions of frequency $\omega(t)$ between ion pair (IP) and neutral pair (NP) states, versus the numerical value $\Delta\epsilon$ of the solvent coordinate $\Delta E$. See the text.]

While earlier work in this area focussed on creating analytic theory and models [3], there has been more recent activity in Molecular Dynamics (MD) computer simulation of the phenomenon [4,5]. Carter and Hynes [5] have studied TDF in a simulation of a neutral pair (NP) DA, photoexcited directly to a charge transfer ion pair (IP) state $D^+A^-$. The constituent members of the solute pair (SP) each have mass 40 amu; their centers are rigidly separated by 3.0Å, but the SP is free to translate and rotate. The solvent is composed of 342 rigid dipolar molecules with constituent atoms of mass 40 amu separated from each other by a fixed distance of 2.0Å and with partial charges such that the dipole moment is 2.4D. The number density is 0.012Å⁻³ and the temperature is 250K. This solvent [6], which is very roughly similar to methyl chloride, is akin to members of the class of dipolar aprotic solvents currently under experimental investigation [2].

![Figure 2. MD results [5] for $\Delta\epsilon(t)$, Eq. 3, is also shown. This solvent has approximately 1.9 x 10⁵ cm⁻¹.
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In the simulations, the solvent configurations were then set IP, and then the ensuing dynamics One important characteristic $\Delta E$ of interest was the TDF shift [3-5]
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VENT RELAXATION

The total potential energy consists of Lennard-Jones and Coulomb potentials between each atomic site. The LJ parameters are $\varepsilon/k_B = 200K$ and $\sigma = 3.5\text{Å}$ for each site in the SP and the solvent.

The solvent dynamics were monitored by following the dynamical collective variable $\Delta E$. This is the difference, at fixed solvent configurations, between the SP-solvent interaction potential energy in the IP and NP states, i.e., an energy gap. For the present model, $\Delta E$ is just the Coulomb IP-solvent energy. Note that this variable is well-defined even in the absence of the IP, i.e., in the presence of the NP.

Constant temperature MD simulations were carried out in a periodically replicated cubic box with side length $30.52\text{Å}$. The equations of motion were integrated via the Verlet algorithm [8] with a time step of $10^{-2}$ ps. The long range forces were treated by the Ewald summation method [9] and the bond constants for the SP and solvent molecules were implemented with the SHAKE algorithm [10].

In the simulations, the solvent was initially equilibrated to the NP. 198 different initial configurations were then selected, the charges were instantly turned on to produce the IP, and then the ensuing dynamics were examined.

One important characteristic of the solvent subsequent to the FC transition is the normalized TDF shift [3-5]

$$S(t) = \frac{\bar{\omega}(t) - \bar{\omega}(\infty)}{\bar{\omega}(0) - \bar{\omega}(\infty)} = \frac{\Delta E(t) - \Delta E(\infty)}{\Delta E(0) - \Delta E(\infty)},$$

(1)

which is related to the average in the nonequilibrium ensemble of the TDF frequency $\omega$ and $\Delta E$ initially, at time $t$, and at “infinite” time $t=\infty$, when relaxation has concluded. Figure 2 shows that the relaxation is extensive and rapid, with a distinctly bimodal character. The celerity of the initial relaxation is especially to be noted.

![Figure 2](image_url)

Figure 2. MD results [5] for the TDF shift $S(t)$, Eq. 1. The time correlation function $\Delta(t)$, Eq. 3, is also shown. The absolute magnitude of the shift $\Delta E(0) - \Delta E(\infty)$ is approximately $1.9 \times 10^3 \text{cm}^{-1}$.
Carter and Hynes expressed the nonequilibrium average $\Delta \overline{E}(t)$ whose dynamics occur in the presence of the IP, but with initial conditions in the solvent determined by the NP as the average [5]

$$\Delta \overline{E} = \langle \text{e}^{-\beta \Delta E} \rangle_{\text{IP}} \langle \text{e}^{\beta \Delta E} \Delta E(t) \rangle_{\text{IP}}$$

(2)

over an equilibrium IP ensemble. Here $\beta^{-1} = k_B T$. When developed to second order in $\Delta E$, this leads to [5]

$$S(t) = \langle (\delta \Delta E)^2 \rangle_{\text{IP}}^{-1} \langle \delta \Delta E \delta \Delta E(t) \rangle_{\text{IP}} \equiv \Delta(t)$$

(3)

i.e., an equilibrium time correlation function of the type considered in a number of studies [3-5]. Here $\delta \Delta E = \Delta E - \langle \Delta E \rangle_{\text{IP}}$.

Figure 2 shows that this approximation is fairly accurate, so that, in the main, the nonequilibrium average TDF shift can in fact and somewhat remarkably be understood via the dynamics of solvent fluctuations at equilibrium; this was a key assumption of analytic approaches to TDF [3]. (This statement is not true for other measures of the TDF spectrum, the spectral width in particular [5].)

This being the case, further examination of the correlation function $\Delta(t)$ is in order. The most convenient formalism for this purpose is via a rigorous generalized Langevin equation (GLE) for $\Delta E$ developed by Zichi et al. [11], according to which $\Delta(t)$ satisfies

$$\dot{\Delta}(t) = -\omega^2 \Delta(t) - \int_0^1 dt \zeta(t-t) \Delta(t)$$

(4)

Here $\omega^2 = \langle (\delta \Delta E)^2 \rangle_{\text{IP}}^{1/2} \langle (\delta \Delta E)^2 \rangle_{\text{IP}}$ is [12] the square well frequency for the free energy well for fluctuations in $\Delta E$ in the presence of the IP. (It was established previously [12] that this well is indeed harmonic.) The time dependent friction coefficient $\zeta(t)$ is essentially the correlation function of the fluctuating generalized force acting on $\Delta E$ [11]. It accounts for dissipative $\Delta E$ motion associated with the presumably complex solvent dipole librations, reorientations and translations. It can be extracted from the MD-generated $\Delta(t)$ via Fourier transform inversion techniques [11] and is displayed in Fig. 3.

Figure 3. The time dependence of $\zeta(t)$.
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Figure 3. The time dependent friction coefficient $\zeta(t)$ for the ion pair [11].

The substantial initial rapid drop in both the TDF shift $S(t)$ and the tcf $\Delta(t)$ is governed [5] by the frequency $\omega$ according to the simple Gaussian behavior $\Delta^G(t) = \exp(-\omega^2 t^2/2)$, as shown in Fig. 4. This is an important observation, since $\omega^2$ is an equilibrium quantity and one can hope to understand it in terms of the electrostatic forces and torques exerted by the solvent on the ion pair via the methods of modern equilibrium statistical mechanics. It can be further shown [11] that the longer time tails of $S(t)$ and $\Delta(t)$ arise from the time dependent friction $\zeta(t)$ and thus contains information on dissipative solvent processes. Just what those processes are and how they can be approximately described analytically remain to be determined. But it is certainly clear from the present results that the popular continuum dielectric model—which would predict an exponential behavior for $S(t)$ and $\Delta(t)$ [3]—fails significantly, a failure recently observed experimentally in femtosecond laser experiments [2]. Figure 4 shows the failure of the exponential decay predicted by a Langevin Equation (LE) simplification of the GLE, in which the time dependence of $\zeta(t)$ is approximated by a delta function. Obviously, a new initiative is required here to generate a useful molecular level description of the solvent dynamics observed in these simulations.
3. ET REACTION RATES

The possible role of solvent dynamics in influencing charge transfer reaction rates in solution has received considerable recent scrutiny [3]. One particular focus has been the importance of solvent dynamics for electron transfer reaction rate constants k. In the standard Marcus Theory [14], which is a Transition State Theory (TST), the rate constant depends upon solvent free energies but not upon the solvent dynamics. Recently, there has been an explosive analytical theoretical effort attempting to describe the influence of solvent dynamics in causing departures from the Marcus Theory predictions for k [15-17]. Parallel experimental efforts have indicated that some role is indeed played by the dynamics of the solvent in influencing electron transfer rates [18]. Despite these intensive efforts, the picture nonetheless remains somewhat clouded; e.g., measures of solvent free energies and dynamics employed in the theory and interpretations rely on continuum dielectric theory predictions of uncertain validity.

In response, Zichi, Cicotti, Ferrario and Hynes (ZCFH) have undertaken [19] MD simulations for a well-defined homogeneous activated ET reaction in which deviations from the Marcus TST Theory due to solvent dynamical effects were examined and quantified [20].

ZCFH have considered the (artificial) model ET reaction

$$A^{1/2} B^{1/2} \rightarrow A^{1/2} B^{-1/2}$$

for a solute pair AB, with A = B, immersed in the solvent described in Sec. 2 (the rationale for the choice of fractional charges is given below). The reactant (R) and

$$\Delta G(t)$$

$$\Delta(t)$$

Figure 4. The solvent time correlation function $\Delta(t)$ compared to the Gaussian description $\Delta^G(t)$ and a Langevin equation description [5]. $\Delta(t)$ is called C(t) in many studies.

\[ \Delta E = H_R - H_P = V^0_R \]

This energy gap is the difference between the solvent molecules and the R and P transition state is obviously lost in solvent considerations, which does not altogether with the established case of neutral systems, provided the initial study.

Only the electronically adiabatic is sufficiently strong to provide products (see below). This regime is in this regime that the picture makes sense.

The prescription for the adiabatic Hamiltonian capturing the total system Hamiltonian is straightforward variational optimization of a function [21] $V = C_R V_R + C_P V_P$ describing the R and P electronic potentials. In principle they depend parametrically on the solvent for the R and P charge distributions, respectively. The resulting adiabatic Hamiltonian for the system can be given by

$$H = \frac{(H_R + H_P)}{2} - \frac{1}{2} \left( \frac{\langle H_R + H_P \rangle}{2} - S \right)$$

$$V_{el} = \frac{2 H_{RP}}{2(1 - S^2)}$$

Here $(H_R + H_P)/2 = H_{RP}$ is the overlap between the states of the solute pair. $V_{el}$ is a properly symmetric function, expressed in terms of $\langle H_{RP} \rangle$, which is the overlap integral. It is rather difficult to evaluate, rather it was regarded as an input parameter. It is seen that Eq. (7) governs the system in this adiabatic description.
product (P) solute pair members with a fixed AB separation of 3Å interact via Coulomb and Lennard-Jones (LJ) potentials with the solvent.

The reaction coordinate adopted was the many-body solvent variable[21]

$$\Delta E = H_R - H_P = V_R^{\text{coul}} - V_P^{\text{coul}} ;$$

(6)

this energy gap is the difference, at fixed solvent configurations, between the R and P Hamiltonians, i.e., between the Coulomb potential energy of interaction between the solvent molecules and the R and P solute pairs respectively. By symmetry, the reaction transition state is obviously located at $\Delta E = 0$. This simple identification via symmetry considerations, which does not require extensive free energy simulations to establish it, together with the established character of the Ewald method applicable for overall charge-neutral systems, provided the rationale for the choice of the model reaction Eq. 5 for this initial study.

Only the electronically adiabatic limit was considered. Thus, the electronic coupling is sufficiently strong to provide a continuous electronic path between reactants and products (see below). This regime is applicable for many short range electron transfers and it is in this regime that solvent dynamical effects should be most pronounced [17].

The prescription for the adiabatic dynamics was the following. Let $H_R$ formally represent the total system Hamiltonian including the electronic degree of freedom. At fixed solvent molecule configurations, the adiabatic Hamiltonian is determined by a straightforward variational calculation based on the trial two state electronic wave function [21] $\Psi = C_R \Psi_R + C_P \Psi_P$ in which $\Psi_R$ and $\Psi_P$ are the diabatic wave functions describing the R and P electronic distributions and the probability amplitudes $C_R$ and $C_P$ depend parametrically on the solvent configurations. The diabatic system Hamiltonians for the R and P charge distributions are $H_R = \langle \Psi_R | H \Psi_R \rangle$ and $H_P = \langle \Psi_P | H \Psi_P \rangle$ respectively. The resulting diagonalization then gives the (lowest) energy system adiabatic Hamiltonian for the solute pair as [19]

$$H = \frac{1}{2} \left[ \frac{(\Delta E)^2 + 4V_{el}^2}{2} \right]^{1/2} ;$$

(7)

Here $(H_R + H_P)/2 = H_{NP}$ is just the classical system Hamiltonian for a solute neutral pair. $V_{el} = 2H_{RP} - 2(\langle H_R + H_P \rangle)$, which is the overlap integral. No attempt was made to calculate $V_{el} \text{a priori}$, but rather it was regarded as an input (constant) parameter for the simulations. Note again that Eq. (7) governs the system dynamics.

In this adiabatic description, the quantum reactant occupation probability $C_R^2 = 1 - C_P^2$. 

$f(t)$ compared to the Gaussian $g(t)$. $\Delta(t)$ is called $C(t)$ in many charge transfer reaction rates in the particular focus has been the reaction rate constants $k$. In the State Theory (TST), the rate depends upon the solvent dynamics. Effort attempting to describe rates from the Marcus Theory have indicated that some role is played by transfer rates [18]. Despite this somewhat clouded; e.g., employed in the theory and notions of uncertain validity. [19] MD $\Gamma$ reaction in which deviations of effects were examined and reported in Sec. 2 (the below). The reactant (R) and
\[ C_R^2(\Delta E) = 4V_{el}^2 \left[ \frac{4V_{el}^2 + \left[ (\Delta E)^2 + 4V_{el}^2 \right]^{1/2} }{2} \right]^{-1} , \]  

(8)

goes smoothly from unity to zero as \( \Delta E \) goes from large negative values to large positive values. It can be directly established from the equations of motion associated with Eq. 7 that the dipolar solvent molecules experience the electric field of the apparent classical charge \[ q(\Delta E) = \left[ 1 - 2C_R^2(\Delta E) \right](\epsilon/2) , \]  

(9)
on the solute pair member A and \( -q(\Delta E) \) on member B. This apparent charge \( q(\Delta E) \) proceeds smoothly from \( q = -\epsilon/2 \) at large negative \( \Delta E \), through \( q = 0 \) at \( \Delta E = 0 \), to \( q = \epsilon/2 \) at large positive \( \Delta E \). The adiabatic Hamiltonian Eq. (7) can in fact be written (after some taxing algebra) as \[ H = H_{NP} - V_{el} \int_0^{\Delta E} \left[ q(\Delta E)/\epsilon \right] d\Delta E . \]  

whose integral contribution emphasizes the electronically "polarizable" character of the solvent-dependent solute pair charge distribution: the charge distribution is solvent-dependent.

The deviation from the Marcus TST Theory prediction \( k_{TST} \) was quantified by the transmission coefficient
\[ \kappa = k/k_{TST} . \]  

(10)

This was calculated \[ 19 \] by a flux time correlation function \[ 22-25 \], as in other reaction simulations \[ 13,26,27 \], based on trajectories sampled from an initial equilibrium distribution at the transition state \[ 24,26 \], here localized by \( \Delta E = 0 \). ZCFH attain the transition state in the simulation by imposing the coordinate and velocity constraints \( \Delta E = 0 \) and \( \Delta E = 0 \) in a constant temperature simulation. However, this procedure introduces a distortion in the sampling compared to the desired initial equilibrium ensemble which is restricted to \( \Delta E = 0 \) but not \( \Delta E = 0 \). But as described in detail by Carter, Cicotti, Hynes and Kapral \[ 28 \], this distortion can be analytically corrected for, and the transmission coefficient is given correctly by the formula
\[ \kappa = \frac{D^{-1/2} \Delta \theta(\Delta E=0)}{D^{-1/2} \Delta \theta(\Delta E)} , \]  

(11)
in which \( D \) is \[ 28 \] the sum over all molecules

\[ D = \sum_i \nabla_i ' \cdot \nabla_i \]  

where \( \nabla_i ' \) denotes the spatial function and \( t \) is a "plateau" reaction coordinate or "blue" reaction coordinate. The appropriate equilibrium distribution procedure can be straightforward with an arbitrary many-body, ZCFH first selected a model energy curve displayed in perspective on the MD reactant the barrier frequency \( \omega_q \sim 4\epsilon/\omega_q \). 111/2, with \( \omega_q \) the R well freq.

Figure 5. Schematic free energy curves generated \[ 19 \] by a standard parameters. See Ref. 19.

A representative example of direct passage across the energy wells. For the very few "percent" transition state and single \( \kappa \) coefficient is \( k_{MD} = 0.95 \pm 0.05 \). recrossings are rare, and Marcus basic TST assumption is satisfied.
\[ D = m^{-1} \sum_i \nabla_i \Delta \phi \cdot \nabla_i \Delta \phi \]  

where \( \nabla_i \) denotes the spatial gradient subject to all bond length constraints, \( \Theta \) is the step function and \( t \) is a "plateau" time [22-24]. The average \( \langle \ldots \rangle_H \) denotes the constrained reaction coordinate or "blue moon" ensemble due to Carter et al. [28], in which the initial conditions are prepared as described above and at \( t = 0 \), the constant is released, with an appropriate equilibrium distribution of momenta sampled. We pause to note that this procedure can be straightforwardly applied in even more complex reaction problems, with an arbitrary many body, collective configuration-dependent reaction coordinate.

ZCFH first selected a moderate value of the electronic coupling, \( V_{el} = 1 \) kcal/mol. While no MD-simulated free energy curves are presented here, the approximate free energy curve displayed in Fig. 5 and described in the caption helps to provide perspective on the MD reaction simulation results. In particular, the barrier is cusped; the barrier frequency \( \omega_B = 4 \omega_R \) is estimated by the formula [19] \( \omega_B = \omega_R \left( \frac{2 \Delta G^2}{V_{el}} - 1 \right)^{1/2} \), with \( \omega_R \) the R wave frequency.

![Figure 5](image)

Figure 5. Schematic free energy curves for the two electronic coupling cases. These are generated [19] by a standard macroscopic description [14] with MD-simulated input parameters. See Ref. 19.

A representative example [19] out of 100 trajectories is shown in Fig. 6. There is a direct passage across the transition state, flanked by quite rapid equilibration within the wells. For the very few recrossing trajectories observed, only small excursions off the transition state and single recrossings are involved. The estimated transmission coefficient is \( k_M = 0.95 \pm 0.04 \). This proximity to unity reflects the feature that recrossings are rare, and Marcus Theory provides an excellent description for this case -- the basic TST assumption (see, e.g., [13]) of no recrossing of the barrier top is well satisfied.
In the second case studied by ZCFH, the electronic coupling was increased to $V_{el} = 5$ kcal/mol. The estimated barrier (Fig. 5) is somewhat broad: $\omega_n / \omega_R \sim 1.6$. A representative trajectory [19] is displayed in Fig. 7. Recrossing is now pronounced, with repeated recrossings occurring near the barrier top prior to ultimate rapid equilibration in the wells. The estimated transmission coefficient $\kappa_{MD} = 0.59 \pm 0.11$ represents a marked departure from Marcus TST Theory for this case.

Most current theories [15-17] for the solvent dynamical influence on $\kappa$ values for sharp ("cusped") barrier ET reactions derive from the Zusman Theory [15]; this pictures the solvent dynamical effect as arising exclusively from slow overdamped solvent dynamics in the $R$ and $P$ wells. A description does not apply at vital and dominant importance.

A theory for activated barriers for a variety of reaction class is according to which the transmission

$$
\kappa_{GH} = \left[ \kappa_{OH} + \frac{1}{\omega_b} \int_0^\infty \text{d} t \right]
$$

where $\zeta(t)$ is the time dependent GH theory focuses solely of $\zeta(t)$ requires extensive steps followed [19] instead a simple described.

Note that at the transition state neutral pair (NP) (cf. Eq. (8)) and determining the actual tdf $\zeta_{NP}(t)$ precisely the same fashion as is shown in Fig. 8.

This was then used as an approach to the [19] listed in Table 1.
dynamics in the R and P wells and not at the barrier top. It was found that this description does not apply at all to the current simulations [19], essentially due to the vital and dominant importance of the barrier top dynamics.

A theory for activated barrier crossing, which has proved to be strikingly successful for a variety of reaction classes in solution [13,27,29] is Grote-Hynes Theory [17,30], according to which the transmission coefficient is given by the self-consistent relation

\[ \kappa_{\text{GH}} = \left[ \kappa_{\text{GH}} + \frac{1}{\omega_b} \int_0^\infty \left. \frac{\partial}{\partial t} e^{-\omega_b \kappa_{\text{car}} t} \zeta^\dagger(t) \right] \right]^{-1}, \tag{12} \]

where \( \zeta^\dagger(t) \) is the time dependent friction (tdf) for the reaction system at the barrier top. (The GH theory focuses solely on events occurring in the barrier top region.) Evaluation of \( \zeta^\dagger(t) \) requires extensive special simulations at the transition state [13,27,29]. ZCFH followed [19] instead a simpler approximate exploratory route to \( \zeta^\dagger(t) \) and \( \kappa_{\text{GH}} \), now described.

Note that at the transition state \( \Delta E = 0 \), the solute pair charge distribution is that of a neutral pair (NP) (cf. Eq. (8) and Eq. (9)). An estimate of \( \zeta^\dagger(t) \) can then be obtained by determining the actual tdf \( \zeta_{\text{NP}}(t) \) for a neutral solute pair. This can be determined [11] in precisely the same fashion as described in Sec. 2 for the ion pair friction, and the result is shown in Fig. 8.

![Graph showing \( \zeta_{\text{NP}}(t) \) vs. time](image)

Figure 8. The time dependent friction \( \zeta_{\text{NP}}(t) \) for a neutral pair [11,19].

This was then used as an approximation for \( \zeta^\dagger(t) \) in the GH Eq. (12), with the results [19] listed in Table 1.
TABLE 1. ET Transmission Coefficients [19]

<table>
<thead>
<tr>
<th>V_d (kcal/mol)</th>
<th>ω_b (ps⁻¹)</th>
<th>κ_MD</th>
<th>κ_GH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26.6</td>
<td>0.95±0.04</td>
<td>0.94</td>
</tr>
<tr>
<td>5</td>
<td>10.2</td>
<td>0.59±0.11</td>
<td>0.74</td>
</tr>
</tbody>
</table>

The reasonable level of agreement obtained between these approximate κ_GH values and κ_MD for both the cusped and broad barrier cases examined is very encouraging. It strongly suggests (a) that the barrier region dynamics are the most important aspect of the solvent dynamics (also indicated by the detailed trajectories) and (b) that the shorter time scale solvent dynamics such as those responsible for the rapid decay of ζ NP (t) in Fig. 8 are those most important in establishing the transmission coefficients and the departure from Marcus TST Theory. These aspects can now be explored for a range of ET reactions in the future.

Finally, the constrained reaction coordinate ensemble (CRCE) [28] provides a prescription for determining rigorous free energy profiles versus ΔE for general ET systems. In particular, the negative gradient F(ΔE) of the potential of mean force is given by

\[ F = \left( D^{-1/2} \right)_{ΔE} \left( D^{-1/2} \frac{∂η}{∂ΔE} \left[ \frac{2}{ΔE} (V + C) \right] \right)_{ΔE}^{-1} \]

where \( \langle ... \rangle_{ΔE} \) means a CRCE with ΔE equal to the numerical value Δe, η denotes all coordinates, V is the potential energy and C is a generalized centrifugal potential [28].

4. SOLVATION AND ELECTRONIC STRUCTURE

The charge distribution in solute electronic states can often depend markedly on the solvent. Thus in an electron donor-acceptor solute pair there is a competition between the electronic coupling \( V_{el} \), which tends to delocalize the electron between the D and A sites, and the electrostatic interactions with the polar solvent, which tend to localize the electron on one of the sites. These aspects have been studied, particularly in a spectroscopic context, in early important work by several groups [31].

In all this work, however, it was assumed that the solvent was completely in equilibrium with the solute charge distribution. For charge transfer rate and relaxation problems, however, this equilibrium assumption perfec does not hold. Kim and Hynes have recently constructed a theoretical description for this nonequilibrium problem [32]. It is assumed that the solvent electronic polarization is equilibrated to the solute charge distribution, but that the solvent orientational polarization need not be. This leads to a nonlinear Schroedinger equation which is then solved to find the solute wave functions (and thus charge distributions) and the system free energies under nonequilibrium conditions.
Here we briefly describe just one result that emerges from this theory, for the activation free energy $\Delta G^\ddagger$ for electronically adiabatic ET reactions (Fig. 9). To place this in perspective,

$$\Delta G^\ddagger = \frac{e^2}{4} \left( \frac{1}{\epsilon_\infty} - \frac{1}{\epsilon_0} \right) \left( \frac{1}{2R_D} + \frac{1}{2R_A} - \frac{1}{R_{AD}} \right) V_{el},$$

where $\epsilon_\infty$ and $\epsilon_0$ are the high frequency and static dielectric constants. By contrast, the Kim-Hynes theory gives the approximate result

$$\Delta G^\ddagger = \frac{e^2}{4} \left( 1 - \frac{1}{\epsilon_0} \right) \left( \frac{1}{2R_D} + \frac{1}{2R_A} - \frac{1}{R_{AD}} \right) V_{el}.$$

The origin of the difference in Eqs. (13) and (14) is the following [32]. In Eq. (13), the factor $(\epsilon_\infty - \epsilon_0)^{-1}$ represents the feature that the orientational polarization is fixed in the ET act, while the solvent electronic polarization keeps up. But, it is critical to note, the electronic polarization is that appropriate to the charge localized, nonadiabatic states. Eq. (14) instead refers to a transition state with a fixed orientational polarization, but with a solvent electronic polarization which is equilibrated to an adiabatic, charge delocalized symmetric transition state. In fact, the first term in Eq. (14) is essentially the difference in the equilibrium solvation free energies of the delocalized symmetric transition state and the localized reactant state [32]; this is reflected in the appearance of the $(1 - \epsilon_0^{-1})^{-1}$ factor. Since in highly polar solvents $\epsilon_0 \gg \epsilon_\infty = 2$, there is roughly a factor of two difference in the predictions of Eqs. (13) and (14), which is a very large effect for the ET rate.
constant, which depends exponentially on $\Delta G$. It is clearly of considerable interest to assess the validity of Eq. (14) compared to Eq. (13).

The interplay between the solute quantum charge distribution and the solvent electronic and orientational polarization should prove to be quite important in the understanding of a wide array of dynamic spectroscopic and kinetic problems involving charge transfer.
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1. Introduction

In this paper, I will discuss which relaxation and coherence simultaneously. In particular, it is of interest to consider how unthoughtful applications of what I will say is known, exercise than a presentation.

2. Simple Bloch Equations

Consider a two level system at temperature $T$. This interaction is the sum of coherent in the two levels. I will designate the two-level system as a reduced density matrix for a matrix because the trace has been taken. A standard approach is to reduce a density matrix to the Bloch equations [1]. I take $|\pm\rangle$ state to have energy $\sigma_{++} = \sigma_{--} = \frac{1}{T_{1}}$

$$\sigma_{++} - \sigma_{--} = \frac{-1}{T_{1}}$$

$$\sigma_{+-} = \frac{1}{T_{2}} \sigma_{+-}$$

$$\sigma_{-+} = \sigma_{-+}^{*}$$

In these equations $1/T_{1}$ is the rephasing rate, and $1/T_{2}$ is the dephasing rate. These equations...